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Abstract neighboring pixels. The values of the weights for the
error propagation are constants, i.e., independent of the
Various techniques have been proposed to reduce tlntents of the gray level image. The undesirable corre-
artifacts resulted from the Floyd-Steinberg’s error dif-lated artifacts appear on the binary image generated by
fusion algorithm. Recently, an adaptive error diffusionthe Floyd-Steinberg’s algorithm.
scheme which dynamically adjusts the weights for the  As an effort to reduce the artifacts, the adaptive er-
error propagation was reportédn order to further re- ror diffusion scheme which dynamically adjusts the
duce the undesirable artifacts, this paper presents a modvweights for the error propagation was recently reported.
fied adaptive error diffusion scheme. In the proposed he values of weights were no longer constants in the
scheme, the human visual characteristics are incorp@daptive error diffusion method and determined based
rated into the weighted error criterion as an additionabn the contents of the gray level image. They were de-
low pass filter. Instead of the causal neighboring pixetermined by minimizing the error criterion using the least
set, a 3x 3 set of the noncausal neighboring pixels ismean square estimation method in the spatial domain.
utilized during the minimization of the weighted error The error criterion utilized were the expected squared
criterion. Experiments are performed to examine the eferror weighted by the causal low pass filter. The coeffi-
fects of the proposed modifications. Experimental resultgients of the low pass filter were determined by the ra-
of the proposed scheme are compared with those obtaindéal power spectrum of the constant gray level image.
by the Floyd-Steinberg’s algorithm and the adaptive erCompared to the binary image obtained by the Floyd-

ror diffusion schemé. Steinberg’s algorithm, the binary image with the adap-
) tive scheme showed less correlated artifacts.
Introduction In order to further reduce the undesirable artifacts

on the halftoned image, this paper proposes modifica-

Many image output devices exhibit binary states, blackions to the adaptive error diffusion scheh?en addi-
and white. In order to generate the gray level images bgronal low pass filter representing human visual charac-
such devices, it is necessary to convert the gray leveegristics is incorporated to the weighted error criterion
image to binary image. The process of binarization igor the least mean square minimization. Two low pass
often called as digital halftoning. Various digital filters, one calculated from the radial power spectrum
halftoning methods have been reportééiThey can be and one representing the photopic modulation transfer
divided into two categories; the point processing methfunction, are calculated in the frequency domain. To
ods and area processing methods. The typical point anchplement the minimization in the spatial domain, the
area processing methods are the dithering and error di¢oefficients of two low pass filters were estimated to have
fusion techniques, respectively. values at the 83 noncausal windows of pixels, whereas

In the error diffusion method, the quantization errorthe causal set of pixels located at the positions defined
of the pixel under binarization is propagated to the neighby the Floyd-Steinberg’s algorithm was utilized in the
boring pixels. The propagated errors are then utilized tadaptive error diffusion schemdxperiments are per-
modify the gray level values of the neighboring pixels.formed to examine the effects of the proposed modifica-
The quality of binary image produced by the error diffu-tions. Experimental results indicate that the proposed
sion method depends on the values of the weights fanodification further reduces the correlated artifacts on
the error propagation and the locations of the neighbotthe halftoned image.
ing pixels.* The values of weights and locations of neigh-  First, the Floyd-Steinberg’s error diffusion algorithm
boring pixels have been determined experimentally bywill be briefly outlined. Also, the adaptive error diffusion
the trial and error method. Most popular error diffusionscheméwill be described. The proposed schenib e
algorithm proposed by Floyd and SteinlFartjlizes four  explained next. The aforementioned three error diffusion

*For clarity, the author has replaced this phrase as follows: T this phrase should now be disregarded
the locations of the neighboring pixels, the quantizationf original publication inadvertently misprinted this authors’
scheme, and the processing sequence name as Wang
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algorithms, the Floyd-Steinberg’s algorithm, the adap- Adjusted Weightst

tive error diffusion schemeand the proposed algorithm,

are applied to the gray level ramp dreha images. The In order to adjust the weights for the error propagation,
effects of the proposed modificationslivbe examined. the following weighted error criterio®,(m,n was first
Finally, experimental results will be discussed. defined.

Floyd-Steinberg’s Error Q,(m,n) = E[{ v(m,n * (N(m,n) —x(m,n)}? (5)

Ditfusion Algorithms?®
_ Qy(m,n) =E[{v(m,n) * (b(m,n) —x(m,M)}?]  (5)
Let x(m,n) be the gray value of the pixel at the (m,n)th

location on the input gray level image. The value ofwhere * denotes the convolution operation. In Equation
x(m,n) ranges from 0 to 255. Assume that b(m,n) be th&), the squared error is weighted by v(m,n). The weight
halftoned binary pixel value, either 0 or 255 at the (m,n)tHilter v(m,n) serves as a low pass filter and is determined
location on the output binary image. Floyd-Steinberg’shy taking inverse Fourier transform of V(u,v) defined in

error diffusion algorithm can be formulated by the fol-the frequency domain. Calculation of V(u,v) are carried

lowing Equations (1)-(3). out by the following procedure; First, 256 constant gray
level images having only one gray value are constructed
e(m,n) = b(m,n) — u(m,n) (1) and halftoned by the Floyd-Steinberg’s error diffusion

algorithm. The radial power spectrum is then calculated
from each of the halftoned constant gray level image.
wm,n) =x(m,n) = 5 wk,Dem-kn=-0  (2)  The cutoff frequency of the low pass filter V(u,v) for a
(k,1)OR . . . L.
given gray level is determined such that the energy within
the passband contains 99% of the total energy. Thus,
u(mn) =x(mn) - 5 wk,hem-kn=1)  (2)  y(u,v)is a function of the gray level.
(DR The weighted error criterio®,(m,n) in Equation (5)
) is minimized to determine the adjusted weights by the
b(m.n) = 5255 if u(m,n) 2 127 (3) iterative least mean square method. When taking the in-
0o otherwise verse Fourier transform of V(u,v) for the calculation of
minimization, the values of v(m,n) are approximated at
where u(m,n) is the corrected gray value of the (m,n)thhe causal locations shown in Equation (4), i.e., the set
pixel and e(m,n) is the difference between binary valu®f neighboring pixels defined by the Floyd-Steinberg’s
and corrected gray value. w(k,l) is the weight for theerror diffusion algorithm. It is due to the fact that the
error propagation at the (k,l)th neighboring pixel. R rep-values needed for noncausal neighboring pixels are not
resents the set of neighboring pixels considered for thavailable with respect to the halftoning* sequence. The
error propagation. In the Floyd-Steinberg’s error diffu-details of the adaptive error diffusion scheme can be
sion algorithm, four neighboring pixels are utilized andfound in the reference.
they are causal with respect to the halftoning* sequence. As will be shown in the experiments, the aforemen-
The location of neighboring pixels and the value oftioned adaptive error diffusion scheme reduces the cor-
weight at each location shown in Equation (4) were derelated artifacts. In order to further reduce the artifacts,
termined experimentally by the trial and error method. a modified adaptive error diffusion algorithm proposed
in this paper will be described next.

[0(0,0) w(0,1) w(0,2)0_0/16 5/16 3/160 Modified Adaptive Error Diffusion Scheme
0 N 0 N o 4)
Hu(1,0) H /16 H
In order to improve the quality of halftoned binary im-
As will be shown in the experiments, the correlatedage, the weighted error criteri@y(m,n) in Equation (5)
artifacts appear on the halftoned images obtained by the modified toQ,(m,n) in the following Equation (6).
Floyd-Steinberg’s error diffusion algorithm. Various ef-
forts have been reported to improve the image qualit@,(m,n) = E[{ v(m,n) * h(m,n * b(m,n —x(m,nN}? (6)
by utilizing different threshold value, changing the num-
ber or location of the neighboring pixels, or modifying where h(m,n) is an additional low pass filter represent-
the values of the weightg:”Among them, the adaptive ing the human visual characteristics. The coefficients of
error diffusion schemewhich dynamically adjusts the h(m,n) are independent of the gray value of the pixel
weights for the error propagation will be described nextwhereas v(m,n) is a function of the gray value. The co-
efficients of h(m,n) are calculated by taking inverse Fou-
Adaptive Error Diffusion with Dynamically rier transform of H(u,v), which is the photopic modula-
tion transfer functiofi.The values of H(u,v) are obtained
experimentally and expressed in terms of radial fre-

* halftoningis now replaced with the phrasester scanning quencyf, as follows

Note: throughout the paper, equations (original in gray) are fol-
lowed by revised equations.

Chapter Il—Digital Halftoning and the Human Visual System—31



11y - by taking inverse Fourier transform of H(u,v) and V(u,v),
H(f,)= 52'2(0'19+O'll4ff)eXp(_O‘ll4fr) ), %f fr > T respectively. The values of e(m,n) in the neighborhood
0 if f. >fsx R are determined by Equation (1). The values of e(m,n)
(7) for the remaining noncausal pixels are determined by
thresholding the value of x(m,n) with 127 and subtract-

F2.2(0.19 + 0.114f, ) exp(<0.114f ) M), if f. > f. ing the resulting halftoned value from x(m,n).

H =
"= i/, < fue Step 3.
@) By the values of a(m,n) obtained in Step 2, calcu-
late the following quantitg(m, n
wheref,_, is the frequency yielding the maximum value - -
of H(f,). By using Equations (1) and (2), Equation (6) q(m,n) =la(m,n) - a(m =k,n-1) (10)
can be rewritten as the following Equation (8) ~
= z w; (k) (@(m=k,n=1)—a(m-k)n-1)]

Q,(m,n) = E[{a(m,n) * (&(m,n —w(m,n)}?]  (8) (kDER-(kI)
where q(m,n) =[a(m,n) - a(m = k,n - 1) (10)
a(m,n) = h(m,n) * v(m,n) * e(m,n 9) - Y wkDam-kn-D-am-kn-0)
(k,l)‘Rl—(}E,f)

andd(m,n) is two-dimensional delta function.

The coefficients of h(m,n) are approximated froml){vhereR represents the set 0k3 noncausal neighbor-

H(u,v) in Equation (7) by the least squares estimatio . ; : ; . :
m(ethgd to r(ilinimize( t%eyerrors occur?ed during the iniN9 pixels and ¢, /) is the location of a neighboring pixel

verse Fourier transformH(u,v) are sampled having arbitrarily selected froni,.
64x64 values and then inverse Fourier transformed t%tep 4
yield h(m,n) in the 83 window. The coefficients of : . .

v(m,n) are also approximated by the same method to haye Ad:{liSt thg vilzues of weights by the following Equa-
the 33 window in the spatial domain. Calculation of lons (11) and (12)

V(u,v) is described in previous section. As mentioned w-ﬂ(k,l):w(k,l)—udq(m’n) (11)
earlier, in the adaptive error diffusion schehtie coef- ' ' ow; (k,1)

ficients of v(m,n) are calculated at the causal locations fa(m,n)

of neighborhood R shown in Equation (4). It is due to wina(k 1) = w; (kD) =W "5 (11)
the fact that the values of e(m,n) in Equation (1) are not Y

available for the noncausal neighboring pixels outside W (E |")=1_ W (k1)

of R. In the proposed error diffusion algorithm, the val- AT (kI)EIRl—(Izllj)l ' (12)

ues of e(m,n) in the neighborhood R are determined by - .
Equation (1). The values of e(m,n) for the remaining wi (kD =1= 5wy (kD) (12)
noncausal pixels within thex3 window are determined kD[R~
by thresholding the value of x(m,n) with 127 and sub-where,jis a constant.
tracting the resulting halftoned value from x(m,n).

The method to calculate a(m,n) in Equation (9) hastep 5.
been explained. The weights w(m,n) for the error propa-  If the squared value of the absolute difference be-
gation are to be determined by minimizing the weighedweenw,, (k, ) andw, (k, I) is larger than a specified
error criterionQ,(m,n) in Equation(8). The weight ad- constant threshold value, then increments,i + 1 and
justing algorithm by the iterative least square estimago back to Step 2.

tion method will be described next. Otherwise, perform the binarization of the pixel of
interest. Then, go to Step 1 for the next pixel to be

Proposed Error Diffusion Algorithm halftoned.

Step 1. The proposed adaptive error diffusion algorithm has

Let the initial values of the weightg (m,n) be those been described. Experimental results will be presented next.
values of the weights defined in Equation (4), i.e., the .
values of weights in the Floyd-Steinberg’s error diffu- Experiments

sion algorithm.
In order to examine the effects of the proposed modifi-

Step 2. cations on the image quality, three aforementioned error

At ith iteration where = 1,2,3A, calculate a(m,n) diffusion algorithms, the Floyd-Steinberg’s error diffu-
in Equation (9). The coefficients of h(m,n), v(m,n), andsion algorithn?, the adaptive error diffusion algorithim,
e(m,n) are calculated to have values at tk@Bindows. and the proposed algorithrare applied to the gray level
The coefficients of h(m,n) and v(m,n) are approximatedamp and Lena images.

A should now be read as ... 1 should now disregarded
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Experiment 1: Gray Level Ramp Image iteration should be less than 15. The resulting binary
A gray level ramp image of size 18012 is con- image is shown in Figure 1(d). It is shown in Figure 1(d)
structed and utilized as an input image. Four experiment$at the correlated artifacts are considerably reduced.
are performed on the gray level ramp image. First, the The results of four different experiments performed
Floyd-Steinberg’s error diffusion algorithm is applied to on the gray level ramp image justify the modifications
the gray level ramp image. The resulting binary image isnade in the proposed adaptive error diffusion algorithm.
shown in Figure 1 (a). The correlated artifacts appear omhe effects of h(m,n) can be examined by comparing
the halftoned image, specially near the gray level 65the images in Figure 1(b) and (c). The improvements
86, 128, 171, and 192. Second, the halftoned ramp inmade by utilizing 33 window set of neighboring pixels
age obtained by the adaptive error diffusion algorithmcan be clarified by comparing the images in Figure 1(c)
is shown in Figure 1 (b). It is shown in Figure 1 (b) that theand (d).
undesirable artifacts near the gray value of 128 alugced.
But, the artifacts on the other areas are still visible.

a) Floyd-Steinberg’s error diffusion algorithm

"

LI

o
55,

b) Adaptive error diffusion algorithin

¢) Adaptive error diffusion algorithtrwith h(m,n)

d) The proposed algorithm
Figure 1. Experimental results with gray level ramp image °
In order to analyze the effect of the additional low
pass filter h(m,n) on the halftoned image quality, the
weighted error criterio®,(m,n in Equation (6) is mini- .
mized by the adaptive error diffusion algorithriihe :@
A
3 1

(a) Floyd-Steinberg’s error diffusion algorithm

coefficients of h(m,n) and v(m,n) are approximated at $
the same causal locations utilized as in the original adap-
tive error diffusion algorithm.It should be noted that
the method for this experiment is different from the pro-
posed algorithm in terms of the neighboring pixels uti-
lized in the minimization. The resulting halftoned im-
age is shown in Figure 1 (c). Comparing the images in
Figure 1 (b) and (c), it can be said that improvements on
image quality are achieved by incorporating h(m,n) into
the weighted error criterion.

Finally, the proposed error diffusion algorithm sum-
marized in previous section is applied to the gray level
ramp image. In this experiment, H(u,v) and V(u,v) are
sampled to have 644 values in the frequency domain.
They are inverse Fourier transformed to yield the coeffi-
cients of h(m,n) and v(m,n) at the3windows whereas
the four causal neighbors are utilized in the images of
Figure 1 (a), (b) and (c). The values of e(m,n) are deter
mined by the method described in the Step 2 of the pro
posed algorithm. The value piutilized in Equation (11)
is 3x10% The constant threshold value in Step 5 of the
proposed algorithm is designed such that the number of Figure 2. Experimental results with the Lena image

(b) The proposed algorithm
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Experiment 2: Lena Image
The Floyd-Steinberg’s error diffusion algorithm is
applied to the Lena image of size 2266. The corre- 1.
sponding result of binarization is shown in Figure 2)Y).
The correlated artifacts appear on the top of the hat, face,
and shoulder of the image shown in Figure 2 (a). The,
proposed adaptive error diffusion algorithm is also ap-
plied to the Lena image. The resulting binary image is
shown in Figure 2 (b). It can be noticed by comparing
the images in Figure 2 (a) and (b) that the undesirablg,
artifacts are reduced on the image in Figure 2 (b), spe-
cially on the top of the hat.
Conclusion

4.
The halftoned image obtained by the Floyd-Steinberg’s
error diffusion algorithm exhibits the correlated artifacts.s,
As an effort to improve the image quality, the adaptive
error diffusion algorithrhwhich dynamically adjust the
weights for the error propagation has been reported. Thig
paper presented a modified adaptive error diffusion al-
gorithm. The human visual characteristics are incorpo-
rated into the weighted error criterion. Instead of they.
causal neighboring pixel set, a3noncausal neighbor-
ing pixel set is utilized during the minimization proce-
dure. Experiments are performed to examine the effects
of the proposed modifications. The experimental resultg,
with the gray level ramp image indicated that the unde-
sirable artifacts are considerably reduced with the modi-
fications made in the proposed algorithm.

9.
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